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Using language units in a Shallow 
Untrained Multihead Attention (SUMA) 
model we achieve: 
1. SoTA on brain benchmarks !
2. SoTA on behavioral benchmark !!
3. Efficient language modeling !!!
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